
We assume the above network has sigmoid activation: .σ(𝑥) = 1/(1 + 𝑒−𝑥)

What is the loss of the above network?
Start with the representation of a datapoint x in the first and second layers and then write the final least squares loss
(similar to what we did for the single layer network).

What are the gradient updates of the above network?
We have unknown weights in the final layer , weights in the second to last layer𝑤 = (𝑤
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To make our calculations easier to understand and perhaps rewrite them as matrix products we let beℎ = (ℎ
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the representation of x in the first layer of the network and let be the representation of x in the second𝑧 = (𝑧
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This means I can write the final loss f as .𝑓 = ((𝑤
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Final output gradient:

For the gradient updates we have

=> same as𝑑𝑓/𝑑𝑤
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Thus we can write df/dw as
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Second to last layer gradient:



For the second to last layer gradient updates we need df/ds, df/du, and df/dv. Let us calculate 𝑑𝑓/𝑑𝑠
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Now we are in a better shape to calculate 𝑑𝑓/𝑑𝑠
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since𝑑𝑓/𝑑𝑠
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First layer gradient:

The final step is to do . We already have some components worked out:𝑑𝑓/𝑑𝑝
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